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1 INTRODUCTION 
 

A Virtual Research Environment should provide their users with an adequate combination of relevant 

information, data, and computational tools. The combination should help the researcher to analyze 

data, either from repositories, or obtained from experiment or simulation; combine and compare such 

analysis results with related studies and reference data; and provide access in a friendly manner.  

This document presents the installation of the initial prototype of MuG basic computational 

infrastructure. A more extended description will be available as project’s deliverable D5.1. The initial 

installation provides a cloud-based environment able to perform a series of operations packed as 

virtual machines, and several interfaces of access, including specific web portals, and programmatic 

access.  

2 COMPUTATIONAL INFRASTRUCTURE INITIAL DESIGN AND 

DEPLOYMENT 

MuG computational infrastructure has been designed to fulfil the following principles: 

1. Flexible environment, able to adapt to the specific needs of the analysis tools (from WP6), both 

in terms of software requirements, or computational resources.  

2. Software scheduler, able to manage analysis workflows in a transparent and adaptable 

manner.  

3. Multi-scale execution. Analysis workflows could be executed either at the cluster level, in HPC 

environments, or distributed infrastructures like EGI (https://www.egi.eu/). 

4. Data repository, with a flexible infrastructure, and fully compatible with other repositories 

used by the project (see D4.1 and D4.2 from WP4). Data repository will integrate a personal 

user workspace. 

5. Web-based access centered in the MuG multi-scale browser (designed in WP3). This will be 

complemented by programmatic access using well-known interfaces. 

 

MuG infrastructure has been designed as an evolution of the cloud-infrastructure built for the project 

transPLANT (TransNational infrastructure for Plant Genomics. EC FP7 283496, 

http://www.transplantdb.eu/sites/transplantdb.eu/files/D5.2-transPLANT.pdf), located at 

http://transplantdb.bsc.es. The initial prototype of MuG infrastructure is a direct adaptation of such, 

with a series of MuG specific additions. Figure 1 shows a general schema of the projected 

infrastructure. Table 1 shows a list of the components that are part of the initial prototype, and those 

that are being currently developed. Finally, Table 2 shows a list of the tools already available in the 

infrastructure with specification of the type of access. 

The infrastructure is available at http://www.multiscalegenomics.eu/MuGVRE/.  

http://transplantdb.bsc.es/
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Figure 1. Projected layout of MuG’s computational infrastructure 

 

Table 1. Status of MuG infrastructure initial deployment 

Component Description Status 

Cloud manager OpenNebula1 cloud manager 
administrates hardware resources & 
Virtual Machine repository 

Installed  

COMP Superscalar Multi-scale programming model Installed 

Programming Model 
Enactment system 
(PMES)2 

Manages the execution of both stand-
alone and COMPSs3 based workflows. 
Controls OpenNebula resources 
through the rOCCI4 protocol. 
Provides Programmatic Access to 
applications. 

Installed 

Sun Grid Engine Queuing system to manage workflow 
execution. Complements PMES for 
specific applications. 

Installed  

Personal workspaces User workspaces managed by 
traditional file systems, and a noSQL 
database. User authentication 
through traditional procedures. 

Installed.  
The initial version maintains 
application-based workspaces 
where available. There is 
ongoing work to integrate 
them in a unique space. 
Additional authentication 
methods under study. 

Data Repository Data storage based in noSQL 
technology (MongoDB5 & Cassandra6) 

Data available for 3D atomistic 
structure and simulation data, 
powered by the BiGNASim14, 
and IRB’s structural data 
repositories.  

Multi-scale browser Visual access to data analysis Being developed at WP3. The 
prototype is linked to the 
TADkit tool for chromatin 
structure visualization, 
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BIGNASim portal for atomistic 
simulation data, and to 
sequence data through 
JBrowse 

Data Access APIs All data will be accessible with the 
appropriate API based on REST 
protocol 

To be developed 

 

Table 2. Applications available at the prototype infrastructure 

Application Description Type and Access 

Serial-Maker + General purpose genome 
annotation tool. Includes Maker7, 
Exonerate8, Augustus9 

Virtual Machine, access through 
PMES Dashboard and WS 

Bwapipeline Sequence aligner for ngs data. 
Includes BWA10, samtools11, bcftools 

Virtual Machine, access through 
PMES Dashboard 

Bowtie+ Sequence aligner. Includes Bowtie12, 
tophat13, samtools11 

Virtual Machine, access through 
PMES Dashboard 

BIGNASim Access to the MuG Section of 
BIGNASim14, a general purpose 
database and analysis portal for 
Nucleic Acids simulations data 

Web access. 

Flexibility browser15 Access to flexibility data extracted 
from NA Simulations 

Web access. 

NucleosomeDynamics Software suite for analysis of 
MNase-seq for Nucleosome 
positioning related data. Includes 
NucleR16. 

Web access. 

TADKit 3D Access to 3D Representation for 
chromatin conformation modeled 
from 3C-Data 

Web access. 

Genome Browser Browser for reference genome data 
for Human, Drosophila and Yeast  

Web access. 
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